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Abstract— In this paper we present a theoretical analysis
of serial concatenation schemes for transmission over AWGN
channels employing a geometrically uniform constellation having
Zm as a generating group. Our schemes possess a uniform error
property both with respect to the word and to the symbol. This
allows to prove exact convergence results on the probability of
error. We then show that, as in the binary case, there is a
natural concept of distance which, at the design level of the
constituent encoders, should be maximized, in order to optimize
performances.

I. INTRODUCTION

In this paper we present a rigorous theoretical analysis of
a class of serially concatenated codes for transmission over
an AWGN channel with input restricted to a geometrically
uniform constellation S which admits Zm as a generating
group. Relevant examples are m–PSK and (if we disregard
border effects) m–QAM constellations.

Differently from most of the literature, where such coding
schemes are designed in a ‘pragmatic’ way, coupling a ‘good’
binary concatenated scheme with a non-binary constellation,
we here follow a more ‘analytic’ strategy and we construct
such schemes appositely for the chosen non-binary constella-
tion. In our construction the standard linear binary structure is
replaced by a Zm–module structure.

This viewpoint has already been followed in [8] where a
serially concatenated scheme for the 8–PSK modulation was
designed using the generating group D4. The reason for using
a non-Abelian group was motivated by the need to obtain a
bitwise version of the uniform error property, a fundamental
fact which makes possible a theoretical analysis of these codes.

In this paper we take a different approach. We take Zm

as a generating group and we construct concatenated schemes
where the encoders are truncation of Zm convolutional codes
and the coupling permutation acts on symbols. These schemes
satisfy the uniform error property with respect to symbols,
which allows a theoretical study of the symbol error probabil-
ity.

Our contribution is exclusively theoretical. Following [1],
we average the symbol error probability of such schemes, for
given constituent encoders, over the group of all permutations.
This allows to obtain precise asymptotic results when the block

length tends to +∞, establishing the classical interleaver gains
(Theorems 1 and 2). We emphasize the fact that our derivations
are fully rigorous: the upper bounds are obtained along the
lines of [1], filling up the missing theoretical passages, and
slightly improve the bounds in [9] (there obtained only in the
binary case). The lower bound is totally new even in the binary
case. Finally, we study the infinitesimal order, with respect to
the Battacharija parameter of the channel, of the asymptotic
term, introducing an analogous of the effective free distance
proposed in [1] in the binary case. We finally notice that, as
in the binary case, the range of application of our analysis is
for high signal-to-noise ratio.

II. CODES FOR m–PSK CONSTELLATION

In this paper, we consider an n–dimensional AWGN channel
(with unquantized output) whose inputs are restricted to a
geometrically uniform (GU) constellation S ⊂ R

n (for details
on GU constellations see [7] and [10]).

Moreover, we assume that S admits as generating group Zm

for some m ∈ N: this can be equivalently expressed by saying
that we can find a one-to-one correspondence φ : Zm → S
such that dE(φ(i+k), φ(j+k)) = dE(φ(i), φ(j)), where ‘dE’
denotes Euclidean distance in R

n.
This case has special algebraic properties since Zm has a

ring structure, and is very important in the applications, as Zm

is a generating group for the m–PSK constellation.

A Zm–code C of length N is any subgroup of SN � Z
N
m;

C is itself a GU subconstellation of SN . As a consequence,
if such a code is used together with a minimum Euclidean
distance decoding rule (fact that will be assumed throughout
this paper), it possess the uniform error property, i.e. if X is
a r.v. uniformly distributed on C and X̂ is the decoded r.v.
we have that Pw(e|X = x) := P(X̂ �= X|X = x) does not
depend on x ∈ C. In particular,

Pw(e) := EXPw(e|X = x) = Pw(e|X = 0) .

This property is a key point for the theoretical analysis of error
probability.

Exploiting the ring structure of Zm, we can consider a
Zm–module M and define an (M, Zm)–encoder as a module



homomorphism Σ : MK → Z
N
m. We will consider as codes the

images of (M, Zm)–encoders: naturally they are Zm–codes.
We can now define also the symbol error probability, which

depends on the encoder and not only on the code, and which is
an extension of the classical definition of bit error probability
(‘symbol’ here means an element of M ):

Ps(e) :=
1
K

K∑
j=1

P(Ûj �= Uj) ,

where U is the r.v. uniformly distributed on MK , representing
information word, and Û is the decoded word.

In the setting we are considering, it can be shown that
uniform error property holds true also for symbol error prob-
ability.

III. CONVOLUTIONAL CODES OVER Zm

In order to study turbo-like coding schemes, we must con-
sider convolutional codes over Zm and their system-theoretic
properties; to do so, we will refer mainly to [4], [5], [6] and
[11]. We will recall here the most important definitions.

Given a finitely generated Zm–module M , the set of Laurent
series over M is

M((D)) :=

{
+∞∑

t=−∞
utD

t : ∃ t0 ∈ Z with ut = 0∀t ≤ t0

}
.

An important submodule of M((D)) is the set of rational
functions,

M(D) :=
{

A(D) ∈ M((D)) : ∃P (D) ∈ M [D, D−1] ,

q(D) ∈ M such that q(D)A(D) = P (D)
}

,

where M [D, D−1] :=

{
+∞∑

t=−∞
utD

t : ∃t0, t1 ∈ Z such that

ut = 0 ∀t ≤ t0 and ∀t ≥ t1

}

is the Zm–module of Laurent polynomials over M and

M :=

{
p(D) ∈ Zm[D, D−1] : p(D) =

t1∑
t=t0

ptD
t, pt0 ∈ Z

∗
m

}

is the set of the elements in Zm[D, D−1] that have an inverse
in Zm((D)).

Given M1 and M2 two finitely generated Zm–modules,
we note that HomZm

(M1,M2), the set of homomorphisms
from M1 to M2, is itself a Zm–module, so it makes sense to
consider HomZm

(M1,M2)(D). The elements of this set act
as homomorphisms from M1((D)) to M2((D)), as a formal
‘à la Cauchy’ product: given u(D) ∈ M1((D)),

c(D) = A(D)u(D)

is defined by ct :=
∑

s At−sus (where the summation is on a
finite number of terms, as u(D) and A(D) are Laurent series).

In this paper, a ‘convolutional encoder’ will always mean
a rational function A(D) ∈ HomZm(M1,M2)(D). As in the

binary case, it can be shown that these rational transformations
can be represented by a finite-state trellis. This is the main rea-
son for imposing rationality on the definition of convolutional
encoders. In the following, without any loss of generality,
we will consider only encoders which are causal, i.e. their
representation as a Laurent series

∑+∞
t=−∞ ΣtD

t has Σt = 0
for all t < 0.

In this paper, we will consider only the case when M1 and
M2 are free modules, i.e. M1 = Z

k
m, M2 = Z

n
m; in this case,

HomZm(M1,M2)(D) is isomorphic to Z
k×n
m (D) and also to

Zm(D)k×n.

We want to introduce now for convolutional encoders some
concepts that are well known in the classical case.

To do so, we need to recall some definitions concerning
Laurent series.

Definition 1: Given u =
∑+∞

t=t0
utD

t ∈ Z
k
m((D)), we

define:
• the support suppu = {t ∈ Z : ut �= 0};
• the Hamming weight wH(u) =

∑+∞
t=t0

wH(ut), where the
Hamming weight of the vector ut ∈ Z

k
m is defined, as

usual, as the number of its non-zero elements.
Now we can define some properties of particular convo-

lutional encoders, which will be fundamental in the error
probability analysis.

Definition 2: Given Σ ∈ Z
k×n
m (D), we will say that

• Σ is non catastrophic if every output with compact
support comes from an input with compact support;

• Σ is recursive if no output with compact support comes
from an input with Hamming weight one.

Both non-catastrophicity and recursiveness are properties
which can be effectively checked.

Non catastrophic encoders are characterized by having a
sliding-window right inverse (for details see [6]).

For recursiveness, first of all we note that it is sufficient to
consider scalar encoders Σ ∈ Zm(D): when the encoder is a
matrix Σ ∈ Zm(D)k×n, we see that Σ is recursive if and only
if every row of the matrix has at least one element which is
a scalar recursive encoder.

The important fact is that the problem of checking recur-
siveness can always be reduced to a check for convolutional
codes over fields, where it becomes a standard easy problem.
For the sake of simplicity, we will illustrate this only in the
case m = 2a: in this case the recursiveness of Σ ∈ Z2a((D))
is equivalent to the recursiveness of 2a−1Σ, which can be
interpreted as an element of Z2((D)) (with the substitution
2a−1 → 1). In the general case, we have to consider the prime
factors decomposition of m, and then test the recursiveness of
as many encoders as the number of prime factors.

IV. SERIAL CONCATENATION SCHEMES OVER Zm

As in the classical case, we can define block encoders com-
ing from the convolutional ones and inheriting their properties.
This can be done with two techniques: truncation and trellis
termination. Given Σ : Z

k
m((D)) → Z

n
m((D)), the truncated

encoder ΣN : Z
kN
m → Z

nN
m is obtained by considering only



a finite window [0, N ] of the encoder’s trellis, while the
terminated encoder Σ̃N : Z

kN
m → Z

n(N+ν)
m , is obtained by

forcing the trellis state to return to zero at the end of the
encoding.

Given two causal convolutional encoders Σo ∈ Z
k×r
m (D)

and Σi ∈ Z
r×n
m (D), we consider their block truncations

Σo,N : Z
kN
m → Z

rN
m and Σi,N : Z

rN
m → Z

nN
m

We couple them in serial concatenation through a permutation
σ of length rN (which will act on symbols), as follows:

Z
kN
m

Σo,N

−→ Z
rN
m

σ−→ Z
rN
m

Σi,N

−→ Z
nN
m .

We formally define the serial turbo concatenation by the map
composition ΣN

σ := Σi,N ◦ σ ◦ Σo,N .

Notice that the encoder ΣN
σ is a (Zm, Zm)–encoder, accord-

ing to the definition given in Section II. Thus, we can consider
its word and symbol error probability, where the symbol is an
element of Zm.

In particular, we analyze the symbol error rate for such
schemes, averaged over all possible permutations. Namely we
consider the averaged symbol error probability

Ps(e)
N

:=
1

(rN)!

∑
σ∈SrN

Ps(e|σ) ,

where Ps(e|σ) is the symbol error probability of ΣN
σ .

A similar concatenation scheme can be built also using
terminated instead of truncated encoders. We note that ter-
mination is just an addition of redundancy, so the error
probability can only be improved by this technique. For this
reason, we will consider truncation to upper bound the error
probability, and termination for the lower bound, so that all
the results will hold true in both cases.

V. MAIN RESULT: INTERLEAVER GAIN

Following the analysis introduced for the classical case in
[1], we study the interleaver gain, i.e. the asymptotic behavior
of Ps(e)

N
as N → ∞, for fixed (sufficiently small) values

of the parameter γ = e−RES/(4N0) describing the quality of
the channel (R = k/n is the encoder’s rate and ES/N0 is the
signal-to-noise ratio, with ES the average energy per symbol).

We find out that the most important parameter is the
free distance (i.e. the minimum Hamming weight among all
codewords excepted the all-zero word) of the outer encoder,
that we will denote with do

f .

First of all, we have obtained the following upper bound.
Theorem 1 (Upper bound): Assume the following hypothe-

ses on the two convolutional encoders:
• Σo ∈ Z

k×r
m (D) is causal, non-catastrophic with a free

distance do
f ≥ 2;

• Σi ∈ Z
r×n
m (D) is causal, non catastrophic and recursive.

Then, there exist a constant γ0 > 0 such that, for every γ < γ0,
there exist A(γ) > 0 such that

Ps(e)
N ≤ A(γ)N

− do
f +1

2 + o

(
N

− do
f +1

2

)
N → ∞ ,

where γ = e−RES/(4N0). �
When m is a power of 2, we also have established the

following lower bound.
Theorem 2 (Lower bound): If m = 2a for some a ∈ N,

under the same assumptions on Σo and Σi made in Theorem
1, there exist C > 0 such that

∀N ∈ N , Ps(e)
N ≥ CN

− do
f +1

2

. �
Note that, if m = 2, the symbol error probability is the

usual bit error probability. Hence, in this case, Theorem 1
formally proves the estimation proposed in [1], which is
slightly stronger than the result proved in [9]. The lower bound
presented in Theorem 2 is instead completely new even in the
binary context.

Theorems 1 and 2 together establish the exact rate of
convergence of Ps(e)

N
and they represent our main result.

The proofs of both theorems are quite technical and will be
given elsewhere; here we just give a very short comment on
the techniques we have used.

The proof of Theorem 1 follows the idea presented in
[1]. Our rigorous results are obtained exploiting the system-
theoretic structure of the convolutional encoders over modules
and developing some combinatorial arguments similar to those
introduced in [3] for parallel concatenations.

For Theorem 2, our result is first established for m = 2, us-
ing the same technique exploited in [2] to study binary parallel
concatenations. The main idea is the following inequality:

∀d > 0, Pw(e)
N ≥ pd

P(df (σ) ≤ d) ,

with p (the equivocation probability) a constant depending
only on the channel and with df (σ) the free distance of ΣN

σ .
We fix d = �do

f/2
 di
2 + w, where

di
2 := min

v:wH(v)=2
wE(Σiv)

is the effective free distance of the inner encoder, as defined
in [1], and w is a constant needed when do

f is odd. With such
d, we prove that, for some c > 0 ,

P(df (σ) ≤ d) ≥ c N
− do

f +1

2
+1

.

This result is obtained by considering the subset E0 ⊆ SrN

of the permutations which split a fixed outer codeword c with
wH(c) = do

f in couples of inputs for Σi,N each giving an
output weighting di

2; we also define Es in the same way but
considering a translated Dsc. Clearly σ ∈ E :=

⋃
Es implies

df (σ) ≤ d, so P(df (σ) ≤ d) ≤ P(σ ∈ E). We complete our
proof estimating P(σ ∈ E) by union-intersection bound and
counting arguments.
The theorem is then extended to m = 2a. We consider a
binary concatenated scheme obtained restricting Σo and Σi to
elements of m

2 Zm � Z2. At first we show that the average
word error probability of the binary scheme is a lower bound
to Pw(e)

N
, then we prove that both outer encoders (binary

and non-binary) have the same free distance do
f .



VI. THE EFFECTIVE FREE DISTANCE AND EXAMPLES

A joint asymptotic study of the error probability’s behavior
as N → ∞ and γ → 0 is too complex, but, in order to find
some design parameters for the constituent encoders, we can
follow the technique introduced in [1]: we let N → ∞ at first,
and then we look at the upper bound given by Theorem 1 and
we study the infinitesimal order of A(γ) for γ → 0.

We will show that this infinitesimal order can be character-
ized as a sort of distance which will be called the effective
free distance and will depend on both the inner and outer
decoder. Differently from the binary case, where the effective
free distance only depends on the inner encoder and is given
through a very simple formula, in our setting, the computation
of this distance is quite more complicate, and involves both
encoders through a combinatorial optimization problem.

We start with some preliminaries. First of all, not only
Hamming weight is involved, but also Euclidean distances. In
particular, we will use the normalized Euclidean weight wE(u)
of a vector u ∈ Z

N
m. It makes sense to give this definition only

after having fixed a GU constellation S ⊂ R
n with generating

group Zm, and a map φ : Zm → S as introduced in Section
II. Using again ‘dE’ to indicate the Euclidean distance in R

n,
we can define

wE(u) :=
1

ES

N∑
t=0

dE (φ(ut), φ(0))2 .

We also need the definition of the weights vector of u ∈ Z
N
m:

using ‘#A’ as a notation for the cardinality of a set A, we
define w(u) := w ∈ N

m−1 such that, for all j ∈ Zm \ {0},
wj = # {i ∈ {1, · · ·N} : ui = j} .

Given a convolutional encoder Σ ∈ Z
k×n
m , we define an

error event for Σ with activity window [t0, t1] as an input
word u ∈ Z

k
m((D)) such that ut = 0 for all t < t0 and

t > t1 and the corresponding state sequence (sequence of
states in the trellis) is always non-zero in [t0, t1] and is zero
everywhere else.

If we consider ΣN a block truncation of Σ, we will say that
an error event u for Σ is a complete error event for ΣN if the
activity window is [t0, t1] ⊆ [0, N ] and is an incomplete error
event if t1 > N and so the state at time N is not zero.

Now we consider our serially concatenation scheme

Z
kN
m

Σo,N

−→ Z
rN
m

σ−→ Z
rN
m

Σi,N

−→ Z
nN
m

and we introduce two subsets of N
m−1 whose definition

involves the Hamming weights of outer codewords:

Wf :=
{
w(v) : v ∈ Σo

(
Z

k
m((D))

)
and |wH(v)| = do

f

}
and

W
(1)
f :=

{
w(v) : v ∈ Σo

(
Z

k
m((D))

)
and |wH(v)| = do

f + 1
}

.

Given w ∈ N
m−1 we define, with respect to the inner

encoder:

h(w) := min
{

wE(Σi,Nv) : v ∈ Z
rN
m , w(v) = w and

v is a complete error event for Σi,N
}

;

and we define h̃(w) in the same way except that we ask v to
be an incomplete error event.

By convention, we will consider h(w) = +∞ when no
complete error event v with w(v) = w exists.

When do
f is even, we define the effective free distance as

h∗ := min
{

h(w1) + . . . + h(wdo
f /2) :

do
f /2∑
i=1

wi ∈ Wf and |wi| = 2 ∀i

}
. (1)

If do
f is odd, the definition is a bit more complicated. We first

define:

h∗
1 := min

{
h(w1) + . . . + h(w(do

f−1)/2) + h̃(w̄) :

(do
f−1)/2∑
i=1

wi+w̄ ∈ Wf , |w̄| = 1 and |wi| = 2 ∀i ≤ do
f−1

2

}
;

h∗
2 := min

{
h(w1) + . . . + h(w(do

f−3)/2) + h(w̄) :

(do
f−3)/2∑
i=1

wi+w̄ ∈ Wf , |w̄| = 3 and |wi| = 2 ∀i ≤ do
f−3

2

}
;

h∗
3 := min

{
h(w1) + . . . + h(w(do

f +1)/2) :

(do
f +1)/2∑
i=1

wi ∈ W
(1)
f and |wi| = 2 ∀i ≤ do

f +1

2

}
.

Now we can define, for odd do
f , the effective free distance as

h∗ := min {h∗
1, h∗

2, h∗
3} . (2)

Finally, after all these definitions, we can state our result.
Theorem 3: The coefficient A(γ) defined in Theorem 1 has

infinitesimal order h∗ when γ → 0, where h∗ is defined by
Equation (1) if do

f is even and (2) if it is odd. �
In order to clarify the definition of h∗ given above, we

present here two very simple examples, where the minimiza-
tion problem can be solved by hand by exhaustive enumera-
tion. In both following examples we will consider the encoding
scheme

Z
N
4

Σo,N

−→ Z
2N
4

σ−→ Z
2N
4

Σi,N

−→ Z
2N
4

and we will use the 4–PSK constellation with average energy
ES = 1; we have dE(φ(1), φ(0))2 = dE(φ(3), φ(0))2 = 2
and dE(φ(2), φ(0))2 = 4.

Example 1 (even do
f ): Σo = [1, 1] and Σi =

[
1

1+3D 0

0 1

1+3D

]
.

We have do
f = 2 and Wf = {[2, 0, 0], [0, 2, 0], [0, 0, 2]}.

Note that 1
1+3D =

∑
t≥0 Dt.

Thus, we clearly have h([2, 0, 0]) = +∞, because all
inputs for the inner encoder of the kind v = [Dt1 + Dt2 , 0],
v = [Dt1 , Dt2 ] or v = [0, Dt1 + Dt2 ] produce outputs which
do not have compact support.

For the same reason, h([0, 0, 2]) = +∞.



Finally, h([0, 2, 0]) = 4, because (2 + 2D) 1
1+3D = 2.

We conclude that h∗ = 4. �

Example 2 (odd do
f ): Σo =[1, 1+3D], Σi =

[
1

1+3D 0

0 1

1+3D

]
.

Here do
f = 3 and Wf = {[2, 0, 1], [0, 3, 0], [1, 0, 2]}.

Now we also need W
(1)
f ={[3, 0, 1], [0, 4, 0], [1, 0, 3]}.

By enumeration of all cases, we calculate:

h∗
1 = min{h(w) + h̃(w̄) : w + w̄ ∈ Wf , |w̄| = 1, |w| = 2}

= h([0, 2, 0]) + h̃([0, 1, 0]) = 4 + 4 = 8 ;
h∗

2 = min{h(w̄) : w̄ ∈ Wf , |w̄| = 3} = +∞ ;

h∗
3 = min{h(w1)+ h(w2) : w1+ w2∈W

(1)
f , |w1|= |w2|=2}

= h([0, 2, 0]) + h([0, 2, 0]) = 4 + 4 = 8 .

Finally we have
h∗ = min {h∗

1, h∗
2, h∗

3} = 8. �

In the binary case, the expression of h∗ becomes much sim-
pler. First of all, in this case Euclidean normalized weight is di-
rectly proportional to Hamming weight: wE(u) = 4EbwH(u) .
In addition, the elements of Wf and W

(1)
f are natural numbers,

not vectors.
When do

f is even, we simply have h∗ = 1
2do

fdi
2. When do

f

is odd, we need two more definitions:

di
3 := min

v:wH(v)=3
wE(Σiv) , di

1 := min
v:wH(v)=1

wE(Σi,Nv) .

We find that
• h∗

1 = do
f−1

2 di
2 + di

1;
• h∗

2 = do
f−3

2 di
2 + di

3;
• h∗

3 = do
f+1

2 di
2.

We note that h∗
1 ≤ h∗

3 always holds true: di
1 ≤ di

2, because
every complete error event of weight 2 can be seen as the sum
of two incomplete error events of weight 1.

On the contrary, the following two examples show that no
general ordering holds true for h∗

1 and h∗
2.

Example 3 (h∗
1 < h∗

2): Σi =
[
1, 1

1+D

]
.

As 1
1+D =

∑
t≥0 Dt, we have di

2 = 4 · 3 and di
3 = +∞,

so, considering that di
1 ≤ di

2, we have di
3 > di

2 + di
1 and then

h∗
2 > h∗

1. �

Example 4 (h∗
1 > h∗

2): Σi =
[
1, 1

1+D+D2

]
As 1

1+D+D2 = 1+D
1−D3 = (1 + D)

∑
t≥0 D3t, here we have

di
2 = 4 · 4, di

3 = 4 · 4 and di
1 = 4 · 2.

Hence di
3 < di

2 + di
1 and then h∗

2 < h∗
1. �

Finally we can state that

h∗ =




1
2 do

f di
2 if do

f is even

do
f−3

2 di
2 + min

{
di
3 , di

2 + di
1

}
if do

f is odd

Note that this result coincides with the exponent proposed in
[1], except that we have here the additional term with di

1, as
we are considering truncated encoders, while in [1] terminated
encoders are considered and so no incomplete error event can
appear.

VII. CONCLUSION

We have formally proved the interleaver gain for serial
turbo-like concatenations of convolutional encoders over free
Zm–modules, and we have proposed an important design
parameter to be maximized, the effective free distance, which
should be particularly relevant in the high signal/noise ratio
range.

As the binary classical scheme is a particular case of our
setting, our result also proves the estimation proposed in [1].
Anyhow, even for the binary case, some questions are still
open: it would be interesting to find results averaged only
over subsets of all the permutations, in order to find some
indications on how to choose good interleavers. In the non-
binary case, many generalizations can be done: other rings
can be chosen instead of Zm (this will make more difficult
the system-theoretic study of convolutional encoders) and
non-free modules can be studied (this will complicate the
combinatorics).

In addition, we are working on simulations, which will
show if the parameters found in our theoretical analysis under
maximum likelihood decoding correctly describe error prob-
ability in the applications, where sub-optimal SISO iterative
algorithm is used.
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